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Abstract

General practice and hospital surveillance for 
influenza-like illness (ILI) and laboratory influenza 
surveillance provide useful but incomplete infor-
mation on influenza incidence. Flutracking is an 
Australian pilot of an Internet-based community ILI 
syndromic surveillance system designed to detect 
inter-pandemic and, potentially, pandemic influ-
enza. Presence of fever and/or cough and absence 
from normal duties are collected weekly. Influenza 
vaccination status of respondents is recorded. New 
South Wales Flutracking data for 2007 were com-
pared with New South Wales laboratory notifica-
tions for confirmed influenza to validate it’s ability 
to provide alerts of influenza activity. Symptom rates 
amongst vaccinated and unvaccinated Flutracking 
respondents were compared using a variety of 
case definitions, with New South Wales laboratory 
influenza notifications. Time series methods were 
used to estimate the degree of correlation between 
each Flutracking case definition and the laboratory 
data. For the unvaccinated group, the correla-
tions between all Flutracking case definitions and 
laboratory data were statistically significant, while 
for the vaccinated group no case definitions were 
significantly correlated with laboratory data. Thus 
Flutracking ILI data amongst unvaccinated partici-
pants correlated well with influenza laboratory sur-
veillance. Commun Dis Intell 2009;33:323–326.

Keywords: influenza, surveillance, Flutracking, 
time series, ARIMA

Introduction

Seasonal influenza causes substantial morbidity 
and mortality each year.1 Community-based sur-
veillance of influenza-like illness (ILI) is therefore 
recommended by the World Health Organization 
(WHO) as part of a comprehensive influenza 
surveillance system during inter-pandemic and 
pandemic periods.2,3 Influenza surveillance sup-
ports the detection and public health response to 
influenza transmission. 4

It is acknowledged that while laboratory confirmed 
influenza surveillance data may be biased by testing 
activity, it is usually considered the most reliable 
indicator of the onset and peak of influenza activ-

ity. Therefore, laboratory data are often used as the 
default measure for comparing the performance of 
syndromal (or ‘syndromic’) influenza surveillance. 
Zheng et al compared emergency department visits 
assigned a clinical diagnosis of influenza to New 
South Wales influenza laboratory data to determine 
whether the former could offer earlier warning of an 
increase in influenza incidence in the New South 
Wales population. 5 Lau et al defined the start of 
peak influenza activity using laboratory isolation 
rates for their analysis of multiple streams of influ-
enza surveillance data.6

Flutracking is a weekly community online survey of 
ILI that integrates syndromic information with par-
ticipants’ influenza immunity status. Flutracking 
aims to help fill the gap between laboratory and 
syndromal surveillance systems because it uniquely 
combines information on influenza symptom rates 
and vaccination status of participants. It has been 
piloted with approximately 900 participants pre-
dominantly in New South Wales in 2007 and this 
rose to over 4,000 nationwide in 2008.

The purpose of this study was to use sound time 
series methods to validate the 2007 New South 
Wales Flutracking data against New South Wales 
data for laboratory confirmed influenza.

Methods

Flutracking recruitment

Flutracking was initially piloted in 2006. Recruitment 
occurred as outlined in Dalton et al.7 Potential 
participants were directed to a web page providing 
information about the study and an online consent 
form. A confirmatory email response from the par-
ticipant’s email address was required to complete 
enrolment. The study was approved by the Hunter 
New England Area Health Service Human Research 
Ethics Committee. Participants were allowed to join 
at any time during the surveillance period.

Flutracking data collection

Each Monday from 4 June to 15 October 2007, 
participants received an automatically generated 
weekly email link to the online questionnaire. In 
the 1st online questionnaire participants were asked 
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about their usual postcode of residence; whether 
they work face-to-face with patients in hospitals, 
nursing homes, doctors’ surgeries or as community 
health workers; their month and year of birth; and 
whether they received an influenza vaccination in 
the previous or current year.

For each subsequent questionnaire, participants were 
asked whether during the prior week (ending Sunday) 
they had experienced fever and/or cough and/or 
muscle aches on any specific day/s, and whether they 
had been absent from usual activities on any specific 
day/s. Participants who reported not being vaccinated 
against influenza in the current season were asked if 
they had received vaccination in the prior week during 
each weekly survey. If they responded in the affirma-
tive the question was automatically deleted from their 
subsequent weekly surveys.

Analysis

Data for New South Wales participants for the 
week ending 3 June 2007 to the week ending 
14 October 2007 were included in the analysis. New 
South Wales data accounted for 76% of all partici-
pants in Australia who completed at least 1 survey 
during 2007. For the purpose of this analysis, the 
laboratory data was classified as the independent 
variable, and each of the Flutracking symptoms 
were classified as dependent variables.

For each of the vaccinated and unvaccinated groups, 
a time series of the proportion of respondents report-
ing any of 5 possible case definitions was created. 
The case definitions were:

• fever only;
• cough only;
• absence from work or normal duties;
• fever and cough; or
• fever, cough and absence from work or normal 

duties.

A time series of weekly counts of positive influenza 
antigen tests (polymerase chain reaction and direct 
immunofluorescence) were created from the NSW 
Department of Health notifiable diseases database.8 
Counts were aggregated into weeks based on the 
date of specimen collection.

We used autoregressive integrated moving average 
(ARIMA) time series and cross correlation analysis 
to determine whether there was an association 
between the laboratory time series and weekly 
proportions for each Flutracking case definition. 
As the Flutracking data used for analysis were pro-
portions the variance stabilising transformation 
for binomial data was applied.9 This is an arcsine 
transformation, a= arcsin √, where a is the 

transformed Flutracking data, and  is the propor-
tion of participants with the particular Flutracking 
symptom/s specified by each case definition. 
Similarly, the laboratory data were counts, and the 
variance stabilising transformation for a Poisson 
distribution was applied: xa = √x, where x is the 
original laboratory data, and xa is the transformed 
laboratory data.9

In ti  me series modelling, the assumption that model 
residuals are independent is typically violated due to 
the residuals being autocorrelated (i.e. the current 
values of a series correlate with past values of the 
same series).10 If autocorrelation is not removed, 
then the relationship between 2 time series could 
be overestimated.11 Any comparisons made between 
laboratory data and Flutracking data potentially 
require correction for autocorrelation.

For the vaccinated and unvaccinated groups, we cal-
culated raw correlations and used ARIMA models to 
estimate the association between weekly proportions 
of respondents reporting each case definition and 
weekly counts of positive influenza isolates. ARIMA 
modelling is a well established time series analysis 
technique that can be used to model an autocor-
related variable.10 Adding an independent variable 
to the usual ARIMA model (called transfer function 
analysis)12 allows the relationship between 2 time 
series to be measured, while correcting for autocor-
relation. The SAS ARIMA13 procedure was used to 
compute cross correlations between the 2 data series 
at various time differences, after both series had been 
‘prewhitened’ (that is, filtered by an ARIMA model 
that was originally fitted to the independent variable).

Results

Descriptive statistics

In New South Wales, for the 20 week period between 
3 June and 14 October 2007, there was an average 
of 502 participants per week who completed the 
survey. Over that period, a weekly average of 65% of 
participants reported being vaccinated.

Visual inspection of the time series of each 
Flutracking case definition against laboratory data 
suggested that the peaks in laboratory data corre-
sponded to periods of high Flutracking symptom 
rates for the unvaccinated group compared with the 
vaccinated group. A graph for the ‘fever and cough’ 
case definition is shown in the Figure.

Raw correlation analysis

Using raw correlation analysis (i.e. without autocor-
relation correction), we found that the correlation 
values were generally highest when Flutracking 
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symptom rates and laboratory data were compared 
in the same week (i.e. a lag of 0), but similar values 
also occurred at other differences in time (or lags).

Each Flutracking case definition in both the vac-
cinated and unvaccinated groups showed a statisti-
cally significant relationship with the laboratory 
data at a lag of zero (all P values for the correla-
tion coefficients were less than 0.05). However, it 
was important to further analyse the relationship 
between the two time series using ARIMA analysis.

Autoregressive integrated moving average analysis

Results from an autocorrelation check for white noise 
using ARIMA analysis indicated that laboratory data 
showed significant autocorrelation (at the level of 
P = 0.05), and that the model that fitted this data best 

was t = 1.6 
t–1 – 0.6 

t–2 + 
t
 where 

t
 is the laboratory 

data at time t (in weeks), and are the residuals from 
the model. This model was used to pre-whiten both 
the Flutracking and laboratory data.

Cross correlations for the residuals from the ARIMA 
model applied to the laboratory data and each of 
the Flutracking data series are summarised in the 
Table. Only cross correlation values at a lag of zero 
for each case definition related to laboratory data 
are reported.

In the unvaccinated group, all cross correlations at a 
lag of 0 weeks were statistically significant at a level 
of P = 0.05. The cross correlation analysis did not 
provide evidence of a substantive difference between 
the case definitions, except for ‘absence from work 
or normal activities,’ which at 0.442, did not have 
as high a cross correlation as the other symptoms. 
In the vaccinated group no case definitions at a 
lag of zero were statistically significant at a level 
of P = 0.05. The results from the ARIMA analysis 
for the vaccinated group were not consistent with 
results from raw correlation analysis, where there 
were statistically significant relationships between 
every case definition for the vaccinated group and 
the laboratory data.

Discussion

There was a statistically significant correlation 
between time series of laboratory confirmed 
influenza and Flutracking data for unvaccinated 
participants in New South Wales for all 5 case 
definitions (fever; cough; absence; fever and cough; 
fever, cough and absence) at a lag of 0 weeks. This 
indicates that Flutracking responds contemporane-
ously with laboratory surveillance of disease caused 
by influenza that leads to a specimen being col-

Table:  Cross correlation and corresponding probability values from the ARIMA analysis for each 
Flutracking case definition symptom rate compared with influenza laboratory notifications, 
New South Wales, 2007, by vaccination status

Vaccination 
status

Case definition Cross correlation value Probability value for cross 
correlation (using a one-tailed t 

statistic)
Vaccinated Fever –0.006 1
Vaccinated Cough 0.302 0.097
Vaccinated Absence –0.054 1
Vaccinated Fever and cough 0.203 0.188
Vaccinated Fever, cough and absence –0.072 1
Unvaccinated Fever 0.654 0.005
Unvaccinated Cough 0.623 0.006
Unvaccinated Absence 0.442 0.032
Unvaccinated Fever and cough 0.640 0.005
Unvaccinated Fever, cough and absence 0.652 0.005

Figure:  Flutracking symptom rates for ‘fever 
and cough’ case definition, compared with 
influenza laboratory notification counts, New 
South Wales, 2007, by influenza vaccination 
status
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lected. For the vaccinated group who should have 
at least some protection against influenza infection, 
cross correlations were not statistically significant 
after correction for autocorrelation, indicating that 
Flutracking can discriminate between influenza 
and other causes of ILI disease.

For vaccinated participants, the change in statistical 
significance between raw correlation results and 
ARIMA modelling results demonstrates the impor-
tance of adjusting for autocorrelation, and using 
appropriate analysis techniques for time series data. 
Without controlling for autocorrelation, spurious 
results were obtained. However, after correcting for 
autocorrelation the ‘true’ relationship between the 
2 data series could be seen.

A limitation when quantifying the relationship 
between the Flutracking and laboratory data was 
that there were only 20 continuous time points in 
the weekly Flutracking data series, when usually 
at least double that number are recommended 
for ARIMA analysis.10 However, we confirmed by 
Monte Carlo simulation that a model of the type 
found for the laboratory data, nearly always gener-
ates data that are clearly autocorrelated, even when 
there are only 20 time points, based on checking by 
time series analysis.

In conclusion, this analysis of Flutracking results 
has provided support for its value in providing alerts 
of influenza activity. Distinguishing between vac-
cinated and unvaccinated participants offers further 
potential to determine the value of Flutracking in 
assessing the effectiveness of the annual influenza 
vaccine composition in real-time.
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